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What are DSMs?

e Distributional Similarity Models (DSMs)
identify similar words using the distributional
hypothesis - Similar words appear in similar
contexts (Harris, 1954).
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Example

* Related terms to tezgiiino (Lin, 1998):
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Example

* Related terms to tezgiiino (Lin, 1998):

A bottle of tezgliino is on the table.
Everyone likes tezglino.

Tezguino makes you drunk.

We make tezguino out of corn.
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Example

* Related terms to tezgiiino (Lin, 1998):

A bottle of tezgliino is on the table.
Everyone likes tezglino.

Tezguino makes you drunk.

We make tezguino out of corn.

* Tezglino: beer, wine, vodka etc.
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Why should | look for similar terms?

* Align ontology concepts

Personal Information Security Information
Personal Identifiable Information ——) Pl
Credit card number Driver’s licence number
Phone number Date of birth

3rd CAMELEON Workshop
CAMELE@N porto Alegre, 20 December 2012



Why should | look for similar terms?

 Word Sense Disambiguation
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Why should | look for similar terms?

 Word Sense Disambiguation

Related terms:
- Car
- Vehicle
- Taxi
- Passenger
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Why should | look for similar terms?

 Word Sense Disambiguation

Related terms:
- Animal
Cheeran Jaguar
- Panther
- Tiger
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Why should | look for similar terms?

 Word Sense Disambiguation

Related terms :
- Mesoamerican
- Leopard
- Panther
- Maya
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How can | find related terms?

e Statistical methods

“You shall know a word by the company it keeps.”

John Rupert Firth (1957)

J R Firth
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

It is a beautiful house.
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It is a peautiful house.

V

lt—is=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It is a peautiful house.

\V/

lt—is=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

Itlis a beautifullhouse.

lt—is=1
lt—a=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

Itfis a beautifullhouse.

V

lt—is=1
lt—a=1
Is—a=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

Itfis a beautifullhouse.
lt—is=1 Is — beautiful = 1

lt—a=1
Is—a=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It isla beautiful house.

It—is=1 Is — beautiful = 1
lt—a=1
Is—a=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It is|a beautiful house.

%

It—is=1 Is — beautiful = 1
It—a=1 A — beautiful = 1
Is—a=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It is|a beautiful house.

N~

It—is=1 Is — beautiful = 1
It—a=1 A — beautiful = 1
Is—a=1 A—house=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It is albeautiful house.

It—is=1 Is — beautiful = 1
It—a=1 A — beautiful = 1
Is—a=1 A—house=1
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How can | find related terms?

e Statistical methods

— First oder co-occurrences
— Extract terms in a window

Example:

- Window = 3 words

It is albeautiful house.

N

It—is=1 Is — beautiful = 1 Beautiful — house =1
It—a=1 A — beautiful = 1
Is—a=1 A—house=1
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How can | find related terms?

e Statistical methods
— First oder CO-0cCccurrences

— Extract terms in a window
— Apply the Mutual Information (Church e Hanks, 1990)

P(t;t)
MI(t;, t;) = log, (P(ti)P(]tj)>

Example

o—0

beautiful house
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How can | find related terms?

e Using linguistic features

“Words that occur in the same contexts tend to have
similar meanings.”

Zellig Harris (1954)
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How can | find related terms?

e Using linguistic features
— Second order co-occurrences

“Words that share syntactic contexts tend to have similar
meanings.”

Gregory Grefenstette (1994)
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What is a context?

“Words that share syntactic contexts tend to have
similar meanings.”

Example:
- John took the taxi.
- Mary took the bus to go home.

take

taxi bus B Related terms

CAMELE
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How can | find related terms?

* Using latent relations

“We assume that there is some underlying or
‘latent’ structure in the pattern of word usage that
is partially obscured by the variability of word
choice.”

Thomas Landauer and
Susan Dumais (1997)
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How can | find related terms?

e Using Latent Semantic Analysis (LSA)
— Third (or more) order co-occurrence

Exemplo:

- John took the taxi.

- Mary took the bus to go home.
- John traveled by train.

John

take travel

Related terms ) taxi bus train
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How can | find related terms?

e Using Latent Semantic Analysis (LSA)

— Third (or more) order co-occurrence

Exemplo:
- John took the taxi.
- Mary took the bus to go home.

- John traveled by train. Fa)
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A comparison
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* Cross-lingual LSA (Hassan et al. 2012)

— Appending documents in more than one language

o

WIKIPEDIA

A enciclopédia livre

Pagina principal
Contetido destacado
Eventos atuais
Esplanada

Pagina aleatdria
Portais

Informar um erro

¥ Colaboracio
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Ajuda
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Criar conta & Entrar
Artigo Discussdo | Ler Editar ¥ Q

Tesauro

Origem: Wikipédia, a enciclopédia livre

Tesauro, também conhecido como dicionario de ideias afins, & uma lista
de palavras com significados semelhantes, dentro de um dominio especifico
de conhecimento. Por definicdo. um tesauro € restrito. Ndo deve ser
encarado simplesmente como uma lista de sindnimos. pois o objetivo do
tesauro é justamente mostrar as diferencas minimas entre as palavras &
ajudar o escritor a escolher a palavra exata. Tesauros ndo incluem
definicdes. pelo menos muito detalhadas. acerca de vocdbulos, uma vez que
essa tarefa é da competéncia de dicionarios.
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1 Etimologia
2 Sindnimo
3 Ligaces externas
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Thesaurus

From Wikipedia, the free encyclopedia

This article’s use of external links may not
follow Wikipedia's policies or guideli

%’ Please improve this article by removing
excessive or inappropriate external links, and
converting useful links where appropriate into
footnote references. (May 2012)

A thesaurus is a reference work that lists words grouped together according
to similarity of meaning (containing synonyms and sometimes antonyms), in
contrast to a dictionary, which contains definitions and pronunciations. The
largest thesaurus in the world is the Historical Thesaurus of the Oxford
English Dictionary [eitation nesds

% which contains more than 920,000 entries.
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Related terms?

vehicle motorcicle

//

car > limousine
b// N bike

electric car

air bag
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Related terms?

 But what is the relationship?

//

car > limousine
b// N bike

electric car

vehicle motorcicle

air bag
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Related terms?

 But what is the relationship?
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